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## What is caching?

- Caching: store information locally so as to lighten network traffic load at peak times.
- Cache content:
- files created ahead of demands (such as videos),
- distribution of demands is predictable,
- cache content updated while the network traffic is light.
- Benefit: smooth network traffic during peak times.
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Lower Definition (LD) streams
$\square$ Standard Definition (SD) streams

- High Definition (HD) streams

Daily video activity is averaged over 30 days

Individual results may vary and the results for the same ISP may also vary between different (method and service sp

## Example



- A central server stores 2 files, $A$ and $B$.
- An error-free shared link connects the server to 2 users.
- Each user can cache 1 file, and demands a single file from server.


## Example



- Users cache pieces of files.
- Once demands are known, the server sends coded messages.
- Example: for $\mathrm{d}=[A, B]$, if $X=\left(A_{2}, B_{2}\right)$ the load is 1 .
- This is an uncoded scheme, as the $X$ isn't coded.


## Example



- The first user caches $\left(A_{1}, B_{1}\right)$ and the second users caches $\left(A_{2}, B_{2}\right)$.
- Example: for $\mathrm{d}=[A, B]$, if $X=\left(A_{2}+B_{1}\right)$ the load is $1 / 2$.
- User 1 knows $B_{1}$, and decodes $A_{1}$ from $X$, thus it can restore $A$.
- User 2 knows $A_{2}$, and decodes $B_{1}$ from $X$, thus it can restore $B$.
- Coded deliver has smaller load than uncoded delivery.


## Memory-load Tradeoff Plot for 2 Users and 2 Files



- Red: uncoded scheme.
- Blue: coded scheme with uncoded placement [MAN14].


## Memory-load Tradeoff Plot for 2 Users and 2 Files



- Blue: coded scheme with uncoded placement [MAN14].
- Black: converse [MAN14].


## Memory-load Tradeoff Plot for 2 Users and 2 Files



- Blue: coded scheme with uncoded placement [MAN14].
- Black: converse [MAN14].
- [MAN14] shows that $(M, R)=(0.5,1)$ is achievable by linear coding placement (LinP).


## Example of Linear Placement



- A central server stores 2 files, $A$ and $B$.
- An error-free shared link connects the server to 2 users.
- Each user can cache $1 / 2$ file, and demands a single file from server.


## Example of Linear Placement



- The first user caches $A_{1}+B_{1}$ and the second users caches $A_{2}+B_{2}$.
- Example: for $\mathrm{d}=[A, B]$, if $X=\left(A_{2}, B_{1}\right)$ the load is 1 .
- User 1 can decode $A_{1}$ from $X$, thus it can restore $A$.
- User 2 can decode $B_{2}$ from $X$, thus it can restore $B$.
- The placement coded.


## Memory-load Tradeoff Plot for 3 Users and 3 Files



## Memory-load Tradeoff Plot for 3 Users and 3 Files



## Memory-load Tradeoff Plot for 3 Users and 3 Files



## Contributions



- For $\mathrm{N}=\mathrm{K}=3$, a new optimal point (M, R) $=\left(\frac{1}{2}, \frac{5}{3}\right)$ is found.
- From the capacity of the linear computation broadcast channel with 3 users [YJ22], we derive a converse bound for our coded caching under LinP.
- The gray region for $M \in\left[\frac{1}{2}, 1\right]$ is still open. Only a non-linear coded placement could possibly beat the optimal tradeoff we characterized under LinP.


## Contributions




- For $\mathrm{N}>\mathrm{K}=3$, uncoded placement is optimal under LinP.
- The optimal placement remains open for $N \in\{4,5\}$ when $M<N / K$. Converse is from [YMAA18].
- When $\mathrm{N} \geq 6$, uncoded placement is optimal [YMAA18].


## Questions?
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## (N, K) Coded Caching Model

- N files with i.i.d uniform B symbols over a finite field.
- An error-free shared link to K cache-aided users.
- Placement: The cache of user $k \in[\mathrm{~K}], Z_{k}$, can store up to MB symbols and is a function of library.



## ( $\mathrm{N}, \mathrm{K}$ ) Coded Caching Model

- N files; K users with cache of size MB symbols.
- Delivery:
- User $k \in[\mathrm{~K}]$ requests file $d_{k} \in[\mathrm{~N}]$.
- The server broadcasts $X\left(F_{[\mathrm{N}]}, d_{[\mathrm{K}]}\right)$ of size RB symbols.
- User $k \in[\mathrm{~K}]$ must decodes $F_{d_{k}}$
 from $X$ and $Z_{k}$.
- Goal: worst-case load

$$
\mathrm{R}^{\star}(\mathrm{M})=\limsup _{\mathrm{B} \rightarrow \infty} \min _{Z_{[\mathrm{KK}]}, X} \max _{d_{[K]}}\{\mathrm{R} \text { : all above conditions are }
$$

satisfied with memory size $M\}, \forall M \in[0, N]$.

## Linear Coding Placement (LinP)

- Let $F=\left[F_{1} ; \ldots ; F_{\mathrm{N}}\right] \in \mathbb{F}_{\mathrm{q}}^{\mathrm{NB}}$. The cache encoding matrix for user $k$ is $\tilde{\mathrm{E}}_{k} \in \mathbb{F}_{\mathrm{q}}^{\mathrm{MB} \times \mathrm{NB}}$, i.e.,

$$
Z_{k}=\tilde{\mathrm{E}}_{k} F \in \mathbb{F}_{\mathrm{q}}^{\mathrm{MB}}
$$

Note: $X$ need not be linear.

- For example,

$$
\begin{aligned}
A & =\left([1,0] \otimes \mathrm{I}_{\mathrm{B}}\right) F, \\
B & =\left([0,1] \otimes \mathrm{I}_{\mathrm{B}}\right) F \\
Z_{1} & =A_{1}+B_{1}=\left([1,0,1,0] \otimes \mathrm{I}_{\mathrm{B} / 2}\right) F, \\
Z_{2} & =A_{2}+B_{2}=\left([0,1,0,1] \otimes \mathrm{I}_{\mathrm{B} / 2}\right) F .
\end{aligned}
$$



## Linear Coding Placement (LinP)

- Let $F=\left[F_{1} ; \ldots ; F_{\mathrm{N}}\right] \in \mathbb{F}_{\mathrm{q}}^{\mathrm{NB}}$. The cache encoding matrix for user $k$ is $\tilde{\mathrm{E}}_{k} \in \mathbb{F}_{\mathrm{q}}^{\mathrm{MB} \times \mathrm{NB}}$, i.e.,

$$
Z_{k}=\tilde{\mathrm{E}}_{k} F \in \mathbb{F}_{\mathrm{q}}^{\mathrm{MB}}
$$

Note: $X$ need not be linear.

- Trivially,
$0.5 \mathrm{R}_{\text {Uncoded }}^{\star} \stackrel{(\mathrm{a})}{\leq} \mathrm{R}^{\star} \leq \mathrm{R}_{\text {LinP }}^{\star} \leq \mathrm{R}_{\text {Uncoded }}^{\star}$, where (a) is proved in [YMAA18].



## Uncoded Scheme

## Theorem (YMA Scheme [YMAA17])

The lower convex envelop of the following points is achievable

$$
\left(\mathrm{M}_{t}, \mathrm{R}_{t}\right)_{\mathrm{YMA}}=\left(\mathrm{N} \frac{\binom{\mathrm{~K}-1}{t-1}}{\binom{\mathrm{~K}}{t}}, \frac{\binom{\mathrm{~K}}{t+1}-\binom{\mathrm{K}-\min ^{2}(\mathrm{~K}, \mathrm{~N})}{t+1}}{\binom{\mathrm{~K}}{t}}\right), t \in[0: \mathrm{K}] .
$$

When $N \geq K$, it reduces to MAN scheme [MAN14],

$$
\left(\mathrm{M}_{t}, \mathrm{R}_{t}\right)_{\mathrm{MAN}}=\left(\mathrm{N} \frac{t}{\mathrm{~K}}, \frac{\mathrm{~K}-t}{1+t}\right), \quad t \in[0: \mathrm{K}] .
$$

Furthermore, $\mathrm{R}_{\mathrm{YMA}}=\mathrm{R}_{\mathrm{Un} \text { noded }}^{\star}$.
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## Linear Computation Broadcast Channel ( $L C B C$ )

$\mathrm{A}\left(\mathrm{q}, \mathrm{r}, \mathrm{K}, \mathrm{E}_{[\mathrm{K}]}, \mathrm{D}_{[\mathrm{K}]}\right)$ LCBC model is as follows.

- A server has $X \in \mathbb{F}_{q}^{r}$ uniformly and independently distributed data blocks from $\mathbb{F}_{\mathrm{q}}$ and serves K users.
- For every user $j$, denote the "cache projection matrix" as $\mathrm{E}_{j} \in \mathbb{F}_{\mathrm{q}}^{m_{j} \times r}$, and the "demand projection matrix" as $\mathrm{D}_{j} \in \mathbb{F}_{\mathrm{q}}^{n_{j} \times \mathrm{r}}$, where $m_{j}, n_{j} \geq 0$.
- Server sends $\Psi_{0}(X) \in \mathbb{F}_{\mathrm{q}}^{\Delta}$ to the users.
- User $j \in[\mathrm{~K}]$ decodes $y_{j}:=\Psi_{j}\left(\Psi_{0}(X), \mathrm{E}_{j} X\right)$ such that $H\left(\mathrm{D}_{j} X \mid y_{j}\right)=0$.
$-\Delta^{\star}\left(\mathrm{E}_{[\mathrm{K}]}, \mathrm{D}_{[\mathrm{K}]}\right)$ is the smallest $\Delta$ to meet all requirements.
LCBC provides the following lower bound for coded caching

$$
\mathrm{BR}_{\mathrm{LinP}}^{\star} \geq \min _{\mathrm{E}_{[\mathrm{K}]}} \max _{[\mathrm{KK}]}: \mathrm{D}_{j}=d_{j} \otimes I_{\mathrm{B}} .
$$

## Exact Tradeoff for 3 Users on LCBC

Theorem (LCBC [YJ22]) For $\mathrm{K}=3$, given $\mathrm{E}_{[3]}$ and $\mathrm{D}_{[3]}$

$$
\begin{aligned}
\Delta^{\star} & =\operatorname{rk}\left(D_{1} \mid E_{1}\right)+\operatorname{rk}\left(D_{2} \mid E_{2}\right)+\operatorname{rk}\left(D_{3} \mid E_{3}\right) \\
& -\max _{\lambda_{(\cdot)}}\left\{2 \lambda_{123}+\lambda_{12}+\lambda_{13}+\lambda_{23}+\lambda\right\}
\end{aligned}
$$

where $\lambda_{(\cdot)}$ satisfy some constraints [YJ22].

## Exact Tradeoff for 3 Users on LCBC

- "(Uncoded load) - (LinP gain)".
- $\lambda_{123}$ benefits all users, reduces the load by $2 \lambda_{123}$.
- $\lambda_{i j}$ benefits $i$ and $j$, reduces the load by $\lambda_{i j}$.
- Yellow regions are mutually disjoint but two of them contain
 the remaining one, reduce the load by $\lambda$.

$$
\begin{aligned}
\Delta^{\star}=\operatorname{rk}\left(D_{1} \mid E_{1}\right)+\operatorname{rk} & \left(D_{2} \mid E_{2}\right)+\operatorname{rk}\left(D_{3} \mid E_{3}\right) \\
& -\max _{\lambda_{(\cdot)}}\left\{2 \lambda_{123}+\lambda_{12}+\lambda_{13}+\lambda_{23}+\lambda\right\} .
\end{aligned}
$$

## Design of Cache Encoding Matrix

We partition every $\tilde{\mathrm{E}}_{j}$ as shows in the right figure.
Let $i \in[3],\{j, \ell\}=[3] \backslash\{i\}$, and $\mathcal{S} \subseteq[3]$,
$\mathrm{E}_{\mathcal{S}}=\left[\begin{array}{ccc}\mathrm{P}_{\{1\}, 1}^{S} & 0 & 0 \\ 0 & \mathrm{P}_{\{2\}, 2}^{\mathcal{S}} & 0 \\ 0 & 0 & \mathrm{P}_{\{3\}, 3}^{S} \\ \mathrm{P}_{\{1,2\}, 1}^{S} & \mathrm{P}_{\{1,2\}, 2}^{S} & 0 \\ \mathrm{P}_{\{1,3\}, 1}^{S} & 0 & \mathrm{P}_{\{1,3\}, 3}^{S} \\ 0 & \mathrm{P}_{\{2,3\}, 2}^{S} & \mathrm{P}_{\{2,3\}, 3}^{S} \\ \mathrm{P}_{\{1,2,3\}, 1}^{S} & \mathrm{P}_{\{1,2,3\}, 2}^{S} & \mathrm{P}_{\{1,2,3\}, 3}^{S}\end{array}\right], \quad \mathrm{E}_{i(j, \ell)}=\left[\begin{array}{ccc}\mathrm{Q}_{\{1\}, 1}^{i} & 0 & 0 \\ 0 & \mathrm{Q}_{\{2\}, 2}^{i} & 0 \\ 0 & 0 & \mathrm{Q}_{\{3\}, 3}^{i} \\ \mathrm{Q}_{\{1,2\}, 1}^{i} & \mathrm{Q}_{\{1,2\}, 2}^{i} & 0 \\ \mathrm{Q}_{\{1,3\}, 1}^{2} & 0 & \mathrm{Q}_{\{1,3\}, 3}^{i} \\ 0 & \mathrm{Q}_{\{2,3\}, 2}^{S} & \mathrm{Q}_{\{2,3\}, 3}^{2} \\ \mathrm{Q}_{\{1,2,3\}, 1}^{i} & \mathrm{Q}_{\{1,2,3\}, 2}^{i} & \mathrm{Q}_{\{1,2,3\}, 3}^{i}\end{array}\right]$.
$(\cdot)_{\mathcal{T}, n}^{(\cdot)}$ : linear encoding matrix involving $\mathcal{T}$ files for the $n^{\text {th }}$ file.

## Design of Cache Encoding Matrix

$$
\mathrm{E}_{\mathcal{S}}=\left[\begin{array}{ccc}
\mathrm{P}_{\{1\}, 1}^{S} & 0 & 0 \\
0 & \mathrm{P}_{\{2\}, 2}^{S} & 0 \\
0 & 0 & \mathrm{P}_{\{3\}, 3}^{S} \\
\mathrm{P}_{\{1,2\}, 1}^{S} & \mathrm{P}_{\{1,2\}, 2}^{\mathcal{S}} & 0 \\
\mathrm{P}_{\{1,3\}, 1}^{S} & 0 & \mathrm{P}_{\{1,3\}, 3}^{S} \\
0 & \mathrm{P}_{\{2,3\}, 2}^{S} & \mathrm{P}_{\{2,3\}, 3}^{S} \\
\mathrm{P}_{\{1,2,3\}, 1}^{S} & \mathrm{P}_{\{1,2,3\}, 2}^{S} & \mathrm{P}_{\{1,2,3\}, 3}^{S}
\end{array}\right], \quad \mathrm{E}_{i(j, \ell)}=\left[\begin{array}{ccc}
\mathrm{Q}_{\{1\}, 1}^{i} & 0 & 0 \\
0 & \mathrm{Q}_{\{2\}, 2}^{i} & 0 \\
0 & 0 & \mathrm{Q}_{\{3\}, 3}^{i} \\
\mathrm{Q}_{\{1,2\}, 1}^{i} & \mathrm{Q}_{\{1,2\}, 2}^{i} & 0 \\
\mathrm{Q}_{\{1,3\}, 1}^{i} & 0 & \mathrm{Q}_{\{1,3\}, 3}^{i} \\
0 & \mathrm{Q}_{\{2,3\}, 2}^{S} & \mathrm{Q}_{\{2,3\}, 3}^{\{,} \\
\mathrm{Q}_{\{1,2,3\}, 1}^{i} & \mathrm{Q}_{\{1,2,3\}, 2}^{i} & \mathrm{Q}_{\{1,2,3\}, 3}^{i}
\end{array}\right] .
$$

$(\cdot)_{\mathcal{T}, n}^{(\cdot)}$ : linear encoding matrix involving $\mathcal{T}$ files for the $n^{\text {th }}$ file. The rank of $\mathrm{P}_{\mathcal{T}, n}^{\mathcal{S}}$ and $\mathrm{Q}_{\mathcal{T}, n}^{i}$ are, WLOG by symmetry

$$
\begin{aligned}
& \operatorname{rk}\left(\mathrm{P}_{\mathcal{T}, n}^{\mathcal{S}}\right)=r_{a, b} \mathrm{~B}, \quad a=|\mathcal{T}|, \quad b=|\mathcal{S}| . \\
& \operatorname{rk}\left(\mathrm{Q}_{\mathcal{T}, n}^{i}\right)=q_{c} \mathrm{~B}, \quad c=|\mathcal{T}| .
\end{aligned}
$$

## LP for $N \geq K=3$

When $\mathrm{d}=[1,2, \ldots, \mathrm{~K}]$, the converse is the LP

$$
\begin{aligned}
& \min _{r, q \geq 0} 3-6 r_{1,1}-8 r_{1,2}-3 r_{1,3}-8 r_{2,1}-9 r_{2,2}- \\
& 3 r_{2,3}-3 r_{3,1}-3 r_{3,2}-r_{3,3}-4.5 q_{1}-6 q_{2}
\end{aligned}
$$

subject to

$$
\begin{aligned}
& \sum_{j=1}^{\mathrm{N}}\binom{\mathrm{~N}}{j}\left(r_{1, j}+2 r_{2, j}+r_{3, j}+q_{j}\right) \leq \mathrm{M} \\
& \sum_{j=1}^{\mathrm{N}}\binom{\mathrm{~N}-1}{j-1}\left(3 r_{1, j}+3 r_{2, j}+r_{3, j}+2 q_{j}\right) \leq 1
\end{aligned}
$$

## LP Results



Figure: The memory-load tradeoff under LinP for $\mathrm{K}=3$ and various $N$. Figure 1a shows LinP is optimal when $N=2$. Figure 1 b shows a non-linear coding placement may be needed to close the gap in the grey region when $N=3$. Figure 1 c shows MAN is optimal under LinP when $\mathrm{N} \geq 4$.

New Optimal Point $\left(\frac{1}{2}, \frac{5}{3}\right)$ for $N=K=3$
The LP solution shows $r_{1,2}=1 / 6, \lambda_{i j}=\lambda=1 / 3$.

- $\tilde{E}_{j}$ is disjoint and involves exactly two files.
- $3 \lambda_{12}+\lambda$ load saving compared to uncoded transmission.

Partition each file into 6 parts, and place

$$
Z_{1}=\left[\begin{array}{l}
A_{1}+B_{1} \\
A_{2}+C_{1} \\
B_{2}+C_{2}
\end{array}\right], Z_{2}=\left[\begin{array}{l}
A_{3}+B_{3} \\
A_{4}+C_{3} \\
B_{4}+C_{4}
\end{array}\right], Z_{3}=\left[\begin{array}{l}
A_{5}+B_{5} \\
A_{6}+C_{5} \\
B_{6}+C_{6}
\end{array}\right] .
$$

Assume $\mathrm{d}=[1,2,3]$, the server transmits

$$
X=\left(\begin{array}{c}
A_{3}, A_{6}, B_{1}, B_{6}, C_{1}, C_{4} \\
C_{2}-C_{3}, B_{2}-B_{5}, A_{4}-A_{5} \\
B_{2}+C_{2}+A_{4}+C_{3}+A_{5}+B_{5}
\end{array}\right) .
$$

New Optimal Point $\left(\frac{1}{2}, \frac{5}{3}\right)$ for $N=K=3$

Decoding: take User 1 as an example, and same for the others:

$$
Z_{1}=\left[\begin{array}{l}
A_{1}+B_{1} \\
A_{2}+C_{1} \\
B_{2}+C_{2}
\end{array}\right], X=\binom{\frac{A_{3}, A_{6}, B_{1}, B_{6}, C_{1}, C_{4},}{C_{2}-C_{3},} B_{2}-B_{5}, A_{4}-A_{5},}{B_{2}+C_{2}+A_{4}+C_{3}+A_{5}+B_{5}} .
$$

Result:

- obtains $A_{3}, A_{6}$ directly, and extracts $A_{1}, A_{2}$ from its cache.

New Optimal Point $\left(\frac{1}{2}, \frac{5}{3}\right)$ for $N=K=3$

Decoding: take User 1 as an example, and same for the others:

$$
Z_{1}=\left[B_{2}+C_{2}\right], X=\left(\frac{C_{2}-C_{3}, B_{2}-B_{5}, A_{4}-A_{5},}{B_{2}+C_{2}+A_{4}+C_{3}+A_{5}+B_{5}}\right) .
$$

Result:

- obtains $A_{3}, A_{6}$ directly, and extracts $A_{1}, A_{2}$ from its cache.

New Optimal Point $\left(\frac{1}{2}, \frac{5}{3}\right)$ for $N=K=3$

Decoding: take User 1 as an example, and same for the others:

$$
Z_{1}=\left[\begin{array}{l}
B_{2}+C_{2} \\
B_{5}+C_{3}
\end{array}\right], X=\binom{A_{4}-A_{5}}{\underline{B_{2}+C_{2}}+A_{4}+\underline{C_{3}}+A_{5}+\underline{B_{5}}} .
$$

Result:

- obtains $A_{3}, A_{6}$ directly, and extracts $A_{1}, A_{2}$ from its cache.
- obtains $A_{4}, A_{5}$ by solving $\left[\begin{array}{l}A_{4}-A_{5} \\ A_{4}+A_{5}\end{array}\right]$.
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## Conclusions

- Our contributions:
- We derived the exact memory-load tradeoff for $\mathrm{K}=3$ users under linear coding placement.
- For $\mathrm{N}=\mathrm{K}=3$, we discovered a novel optimal point.
- For $\mathrm{N}>\mathrm{K}=3$, we showed that MAN/uncoded placement is optimal under linear coding placement.
- Open problems:
- Optimal placement for the small memory regime KM/N < 1 for $3=K \leq N \leq 5$,
- Derive the optimal tradeoff under linear coding placement for arbitrary ( $\mathrm{N}, \mathrm{K}$ ).
- Extensions: a new optimal point for $\mathrm{N}=\mathrm{K} \geq 3$ for $M=1 /(N-1)$; submitted to ICC 2024 .
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